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Preface



This is the Fourth Edition of Construction Project Scheduling and Control. I am very pleased with its continuous success. The book continues to be one of the most, if not the most, popular references in its field throughout the world, both in paper and digital forms. I keep receiving correspondence—comments, suggestions, requests for instructional materials (instructor support materials including an Instructor's Manual and PowerPoints can be accessed by visiting http://www.wiley.com/buy/9781119499831 and clicking on the “More Information About this Book” link). The most praised traits of the book are its simplicity, comprehensiveness, and practical examples. I was so happy and proud when the language editor (of the first edition) corrected me regarding an activity's total float in an example in the book. She had no technical background but had learned the critical path method while reviewing my book!

During the past fifteen years, I have been using my book in professional seminars and college classes as well as discussing it with my friends, colleagues, and students. I have always kept a log of all suggestions and corrections I discover or receive. I started thinking about the second edition just after the first edition was published in 2004 and about the third edition just after the second edition was published in 2010, and about this edition right after the third edition came out in 2015. I added two new chapters: A chapter on project scheduling and control from the owner's perspective. This chapter, in my opinion, is important since all books that I am aware of, were written from the contractor's perspective. The second chapter is dedicated to the definition of the critical path since I see many holes in existing definitions. I purposely placed this chapter near the end of the book and after we dealt with all topics impacting the critical path definition, so we can be able to discuss all possible related scenarios. At the end of the chapter, I wrote my own definition, which will be subject to discussion and debate. I threw a stone into a still pond; provoking the rethinking and debate on the definition of the most important concept in project scheduling. In addition, I made many additions, changes, and corrections to almost every chapter.

Although I was very happy and content with the way the book came out and was received, I believe there is no such thing as the perfect human product. Imperfection is part of human nature, but we should think of it positively: there is always room for improvement. I had to parallel my satisfaction and ambition in completing this fourth edition with a strong conviction that the fifth edition will be coming out in a few years. In my professional seminars and college courses, even though the course or seminar may be the same, I make updates and adjustments every time I teach it. I believe in continuous improvement and in the saying, “My today must be better than my yesterday, and my tomorrow must be better than my today.”

One experience has added to my knowledge and the book—the overseas jobs that I have held between 2008 and 2014. I could not imagine the pace and amount of construction in such a small place as Qatar. There are more tower cranes than you can count. Professionals come from all over the world, like a huge bouquet of flowers, with their diversity in education, culture, race, and language. Communication is a challenge, to say the least. Even though English is the official language for doing business in most organizations there, one soon realizes that English is not English! Forget about the difference in pronunciation and accents, forget about the spelling of labor versus labour and program versus programme; there are differences in the interpretation of technical terms and in the way business is conducted. To make it interesting, none of these differences is wrong. This situation is the cure for what I call the background paradigm syndrome, in which everyone believes he or she is right just because he or she was brought up this way! Then our cultures and ways of doing business clash, and everyone believes the other persons is wrong! In many of these situations, there is no right or wrong; there are just different ways of doing things. However, in a project management team, all must sing together in harmony with one common tune—what a challenge! Keep in mind, our field is an empirical/experimental, not an exact, science! Believe it or not, I enjoy every minute of this “clash of cultures.” I think of it like this: “one cubic meter of concrete mix: $100; one ton of steel: $600; one workday with 30 different nationalities: priceless!”

Since the first edition, I have observed more qualitative interest in project scheduling in the professional and academic disciplines. In particular, the Project Management Institute (PMI) has created a certification track in scheduling (Scheduling Professional, PMI‐SP) in 2008 (the author served in the committee that prepared the first SP exam), and the AACE International has its own Planning & Scheduling Professional (PSP) certification. Other professional organizations, such as the American Institute of Architecture (AIA), the Construction Management Association of America (CMAA), the Associated General Contractors (AGC), the UK's Chartered Institute of Building (CIOB), and many others inside and outside the United States have also showed increased interest in scheduling and project control issues. This, coupled with the increasing role of project scheduling (using the critical path method) in delay and other claims, has made it an essential part of the required knowledge for judges, lawyers, and arbitrators. This is a clear indication of the importance of project scheduling and control for today's bigger and more complicated projects. Managing time can be the difference between success and failure.

To all my readers—construction and other professionals, educators, and students—I would like to hear from you. If you have a question, suggestion, comment, or correction, please send me an e‐mail at CPMXPERT@gmail.com. I promise to make every effort to read and respond to every e‐mail that I receive. Such communication will elevate us in the pursuit of perfection.






Preface to the First Edition



This is the third edition of Construction Project Scheduling and Control. I am very pleased with its continuous success. The book has become popular throughout the world, both in paper and in digital form. I continuously receive correspondence—comments, suggestions, requests for instructional materials (instructor support materials including an instructor manual and PowerPoints can be accessed by visiting http://www.wiley.com/buy/9781118846001 and clicking on the “More Information About this Book” link), and compliments. The most praised traits of the book are its simplicity, comprehensiveness, and practical examples. I was so happy and proud when the language editor (of the first edition) corrected me regarding an activity's total float in an example in the book. She had no technical background but had learned the critical path method while linguistically reviewing my book!

During the past nine years, I have been using my book in professional seminars and college classes. I have discussed it with my friends, colleagues, and students. I have always kept a log of all suggestions and corrections. I started thinking about the second edition just after the first edition was published in 2004 and about the third edition just after the second edition was published in 2010. I have modified the definition of the critical path after so many readings and discussions with experts and colleagues. I think I have now the most accurate definition in all of the literature available. Is it possible that I modify the definition in the future? Absolutely!

Although I was very happy and content with the way the book came out and was received, I believe there is no such thing as the perfect human product. Imperfection is part of human nature, but we should think of it positively: there is always room for improvement. I have had to parallel my satisfaction and ambition in completing this third edition with a strong conviction that the fourth edition will be coming out in a few years. In my professional seminars and college courses, even though the course or seminar may be the same, I make updates and adjustments every time I teach it.






Chapter 1
Introduction
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PLANNING AND SCHEDULING

Planning and scheduling are two terms that are often thought of as synonymous. However, they are not. Scheduling is just one part of the planning effort. The term planning is used in many ways and different contexts. We commonly hear about financial planning, such as retirement planning and college education planning. Although these types of planning may include other aspects (such as what to do after retirement or which college to choose for your child), the main focus is on finance. Government organizations, as well as large corporations, have planning units or teams in almost every department. All plans in the individual units must be aligned with the organization's “strategic plan,” which is the long‐term plan for the organization itself in terms of operations and growth. At the individual level, a young person may have plans for marriage, a career, and so forth. However, in the context of this book, the term planning is restricted to mean project planning, with an emphasis on construction projects.



What Is a Project?

Before we define project planning, we need to define a project. The Project Management Institute (PMI) defines a project as “a temporary endeavor undertaken to create a unique product, service, or result” (PMBOK, 6th ed, 2017, p. 715). The key words in this definition are temporary and unique: any project must have a starting point and an ending point, and it must have a deliverable product, service, or result that is unique. As a generic example, a secretary of education saying, “We need to improve our students' SAT scores” does not constitute a project. However, saying, “We need to improve our students' SAT scores by an average of 15 points in five years” may qualify as a project. Another example: a newlywed couple may decide on saving money to buy a house. This is not a project, but saying, “We are planning to save $50,000 in the next five years” may qualify as a project.






Tip Box 1.1 



Every project must have a start point, a finish point, and a deliverable.





Some government agencies have specific but ongoing work that they call a project, such as maintenance of a certain facility or park, compliance with the Americans with Disabilities Act, or other regulation. Technically, these are not projects because they have no well‐defined deliverable product or service and/or starting and ending points. Each could be called a program, instead, with several projects within each program. Basically, we need to distinguish between a program and a project:


	Program: A program may mean different things to different people, depending on the context. In project management, a program usually is a group of related projects and/or services intended to meet a common objective and usually managed by one entity. A program can also indicate a large and complex project that is divided into several projects for more effective management. The PMI defines a program as “Related projects, subsidiary programs, and program activities that are managed in coordinated manner to obtain benefits not available from managing them individually” (PMI, 2017). Programs may include elements of related work outside the scope of the discrete projects in the program.
 

Programs may be temporary/one‐time or ongoing:


	Temporary/one‐time programs: For example, the City of Paris (France) may include all of the construction projects for the 2024 Summer Olympics under one program. Once this program culminates with the completion of the projects, by the opening of the 2024 Summer Olympic Games, it will be completed and closed. However, the future maintenance of these facilities is a different matter.

	Ongoing (usually periodic/annual) programs: These include projects such as road maintenance and stormwater programs for a public works department in many municipalities. Many private and public institutions have maintenance programs for their existing facilities. Such programs usually have an annual budget and cover numerous small projects—as many as the budget allows. The programs usually live as long the facility does.
 

One important note: in the United Kingdom, as well as in some other countries that use British terminology, the schedule (timeline) of the project is called a program (spelled programme). This is not the same type of program that we are discussing.


	Portfolio: This is a group of projects, not necessarily related or dependent, that is, usually under one project manager or department. The PMI defines it as “projects, programs, subsidiary portfolios, and operations managed as a group to achieve strategic objectives” (PMI, 2017).

	Project: Defined earlier.
Subprojects: These are segments of the original project that are divided according to specialty, responsibility, phase, area, or other criteria. To the person in charge of a subproject, the subproject is a project, except that the person has to consider not only the internal relationships among the activities but the external relationships as well (with activities in other subprojects in the same project). For example, in a residential or commercial development project, building the infrastructure may be regarded as a subproject. In fact, building the sewer system in the development can be a subproject (to the entire development project) or even a sub‐subproject (to the infrastructure subproject).

Figure 1.1 demonstrates the structure of programs, portfolios, and projects, and the relationships among them.


 

  [image: Flow diagram starting from portfolio and program to program, projects, tasks, and sub-program, to subprojects and task, and to sub-sub-project and task.]

Figure 1.1 Programs, portfolios, and projects.

 


Are Projects Unique?

Some people may think of two construction projects as being identical just because they have the same design. In project management, we may have similar projects, but every project is unique. Differences may occur because of location (soil type, weather conditions, labor market, building codes, unforeseen conditions, etc.), labor skill level, management type and experience, or for other circumstances (and how much Murphy's Law was involved).







Tip Box 1.2



Just because two projects have exactly the same design and perhaps were built by the same contractor doesn't make them identical. They are similar but differences can come from site, location (building code, weather, etc.), workforce, execution conditions, and so on.





Project planning has been defined as “the process of choosing the one method and order of work to be adopted for a project from all the various ways and sequences in which it could be done” (Antill and Woodhead, 1990, p. 8; Callahan, Quackenbush, and Rowings, 2013, p. 2). The PMI defines the Planning Process Group as “those processes required to establish the scope of the project, refine the objectives, and define the course of action required to attain the objectives that the project was undertaken to achieve” (PMI, 2017). Project planning serves as a foundation for several related functions, such as cost estimating, scheduling, project control, quality control, safety management, and others.

The author defines project planning as the comprehensive process of thinking of and preparing for all activities and actions needed to successfully complete a project. This includes but is not limited to defining scope and constraints, performing feasibility studies (financial, legal, and other), and comparing alternative designs and execution methods.

Project planning helps the owner, first, in making the decision whether or not to carry out the project, and second, in better and more efficient execution of the project. Project planning helps the contractor in better and more efficient management of the project. Project planning may and should be done by other project parties: focusing on one's own work as well as aligning it with the project's scope and constraints.

Scheduling is the determination of the timing and sequence of operations in the project and their assembly to give the overall completion time. As mentioned previously, scheduling focuses on one part of the planning effort.

Project planning answers these questions: What is going to be done? How? How much? Where? By whom? When? (in general terms, the project's start and end). Scheduling deals with "when" on a detailed level. Figure 1.2 graphically demonstrates this concept.

  [image: Gantt chart displaying float bars from September 18 to October 30, 1999 (left) and its corresponding diagram displaying a shaded oval labeled “The Plan” containing smaller ovals labeled what, when, how, etc. (right).]

Figure 1.2 Planning and scheduling.

 
In fact, scholars have generally separated planning from scheduling: “CPM separates planning and scheduling, and once project information is collected and expressed as a network plan and activity time estimates assigned, CPM calculations can be made. Planning ceases and scheduling starts when the first computation is performed that shows a project duration. The project duration is then compared with the desired schedule and scheduling begins” (O'Brien and Plotnick, 2009, p. 417).

To get an idea about the relationship between project planning and scheduling, assume that you are planning a family vacation “project” for next summer. Your plan may include considerations such as the following:


	Purpose of the trip

	Who will go on the trip?

	What places do you want to visit? (You would like to visit many places, but your time and monetary resources are limited.)

	What is the timeframe for the vacation (just the starting and ending dates)?

	What is the total budget for the “project” (including the contingency you did not tell other family members about)?

	What types of activities do you want to participate in during the trip? (There might be sharp differences among the family members.)

	What means of transportation do you plan to use (your car, a rental car, air, train, bus, RV, etc.)?

	What other issues, such as accommodations, food, and clothing, need to be addressed?
 

The project schedule is simply the itinerary, such as the following:


	Leave home in Tampa, Florida, on June 8, 2019.

	Arrive in Panama City, Florida, on June 8, 2019.

	Leave Panama City on June 15, 2019.

	Arrive in Atlanta, Georgia, on June 15, 2019.

	Leave Atlanta on June 22, 2019.

	Arrive in Gatlinburg, Tennessee, on June 22, 2019.

	Return to Tampa home on July 7, 2019.
 

Note that not only are the plan and the schedule related, but also many of the activities and elements of the plan are interrelated. For example, most of the choices in the plan (length of stay, type of accommodations, type of activities, means of transportation, food, etc.) impact the budget. Since different means of transportation have longer time durations than others, they may affect not only the cost but also the schedule. Clearly, a lack of clarity of scope before the project starts may lead to heated arguments and dissatisfaction among team members later on. In real projects, it may lead to huge budget overruns, schedule delays, different parties' dissatisfaction, and a potential loss of business. Therefore, it is important to have a clear understanding of the project's scope, its constraints and requirements, and the decision‐making process.1 Many issues are at stake in this example, but demonstrating the concept of planning and scheduling is the objective.

It has been proven that good planning results in a high “rate of return” in terms of saving time, money, effort, change orders, claims and disputes, and headaches. In fact, there are many construction professionals who assert that there is an inverse relationship between the time of planning and the time of execution (to a point, of course). Many owners rush the design and construction process because “they don't have time for planning.” In fact, in most cases this is self‐defeating and causes additional delays, costs, and headaches. An old carpenters' saying, “Measure twice and cut once,” embodies this concept well.







Tip Box 1.3



Plan first: Measure twice and cut once!







Project Management Plan

In the context of construction projects, a typical plan for an office building project may include the following:


	Scope definition, such as a five‐story building for commercial use (offices) with a total area of about 30,000 square feet. The location is also part of the planning, although in some cases the exact location may be selected later or a few sites may be mentioned as candidates.

	A schematic or conceptual design. This is not a must but will help in visualizing the project. Also, deciding on the level of finish (economy, average, or luxury) will help in making financial arrangements. The final design may later differ significantly.

	A budget number (e.g., $6 million). The planner must be aware of all project‐related expenses, such as the cost of land, permits, design fees, construction, and so forth. Depending on how strict it is, the budget may influence or even drive the design choices.

	A time frame (i.e., when the project is expected to start and end).

	Other pertinent information that may be used to justify the project or clarify some of its aspects. If an investor is doing the planning, a pro forma helps predict the rate of return and helps in making the decision as to whether or not to build the project.
 

The Project Management Institute (PMBOK, 2017) defines a project management plan as “the document that describes how the project will be executed, monitored, controlled, and closed.” It may be summary or detailed and may be composed of one or more subsidiary management plans and other planning documents. The objective of a project management plan is to define the approach to be used by the project team to deliver the intended project management scope of the project. It captures the entire project, covering all project phases, from initiation through planning, execution, and closure.

The level of details of the project management plan depends on several factors: the purpose of the plan, the timing of the plan, and the detailed information available (which is, in part, a function of the timing).

The project manager creates the project management plan following available information such as design/contract documents as well as input from the project team and key stakeholders. The plan should be agreed on and approved by at least the project team and key stakeholders. It is a good practice, used by professional project management and consulting firms, to have a formal project management plan approved in the early stages of the project and applied throughout the project. Many owners (clients) require the contractor to submit a project management plan and have it approved as part of the contract documents.

Many professional organizations have an office dedicated to the project management planning and effort, called a project management office (PMO), which is defined by the PMI as “A management structure that standardizes the project‐related governance processes and facilitates the sharing of resources, methodologies, tools, and techniques” (PMI, 2017).







Tip Box 1.4



Have you ever thought of applying project management principles to your own life?








PROJECT CONTROL

Once a project starts, certain aspects can easily deviate or go astray. This deviation can be overspending, a schedule slippage, a departure from the objective/scope, or something else. It is of utmost importance to know at all times where you stand in comparison to where you planned to be (the baseline) at this time. If you find any variance, you must know the amount and causes of the variance and then take corrective action to get back on track or, at the very least, to minimize the variance. If the variance is positive (i.e., the project is ahead of schedule or under budget), actual performance was probably better than that expected in the baseline plan. This process exemplifies project control. Although the concept of project control may cover all aspects of the plan (budget, schedule, quality, etc.), our main focus in this book is on schedule and budget control, which are related. (Extensive coverage of project control is provided in Chapter 7.)




WHY SCHEDULE PROJECTS?

There are several parties involved in any project (stakeholders). They all need and use project schedules but from different perspectives. Following is a group of reasons why project schedules are needed, from two different perspectives: contractors and owners.

Contractors need project scheduling to:


	Calculate the project completion date: In most construction projects, the general contractor (GC), including subcontractors and other team members, is obligated to finish the project by a certain date that is specified in the contract. The contractor has to make sure that the schedule meets this date or otherwise has to accelerate the project. Some contracts contain clauses for penalties for finishing the project later than contractually required and/or incentives (financial or other) for finishing earlier. Also, the schedule may show the stage of substantial completion, when the owner may start occupying and using the facility, while the contractor is still doing the rest of the work.

	Calculate the start or end of a specific activity: Specific activities may require special attention, such as ordering and delivering materials or equipment. For instance, the project manager may need special and expensive equipment to be delivered just in time for installation. Long‐lead items may have to be ordered several months in advance. Delivery of very large items may need coordination or a special permit from the city so that the delivery does not disrupt traffic during rush hour. The schedule must show such important dates.

	Coordinate among trades and subcontractors, and expose and adjust conflicts: In today's construction, the GC's role is mostly to coordinate different subcontractors. The GC may be responsible for allocating the use of a tower crane among subcontractors or to ensure that adequate work space is provided to all workers and personnel on‐site. These tasks are in addition to coordinating activities' relationships, such as when a subcontractor's activity depends on the completion of another subcontractor's activity. For example, the drywall contractor cannot start until the framing has been done; once the drywall is installed, the painter can start painting; and so on.

	Predict and calculate the cash flow: The cash flow diagram shows not only the amounts but the timing of each payment, in or out, as well. The timing of an activity has an impact on the cash flow, which may be an important factor for the contractor (or the owner) to consider when scheduling. He or she may delay the start of certain activities within the available float (this term is explained subsequently) to make sure that the cash flow does not exceed a certain cap.

	Improve work efficiency: By properly distributing workers and equipment and having efficient materials management (which is explained in Chapter 6), the GC can save time and money.

	Serve as an effective project control tool: Project control must have a solid and sound baseline with which current performance can be compared. Project control is achieved by comparing the actual schedule and budget with the baseline (as planned) schedule and budget (this subject is explained in Chapter 7).

	Evaluate the effect of changes: Change orders (CO)2 are usually inevitable, but well‐planned projects may have few or minor ones. Change orders may come in the form of a directive, that is, an order to the contractor to make a change, or a request for evaluation before authorization. This change may be an addition, a deletion, or a substitution. Change orders may have an impact on the budget, schedule, or both. Cost estimators estimate the cost of change orders (including the impact on the overhead cost as a result of the schedule change), and schedulers calculate the impact of the change on the project schedule. It is the contractor's responsibility to inform the owner of such an impact on the budget or schedule and obtain the owner's approval.

	Prove delay claims: Construction delay claims are common. Contractors must be able to accurately prove their claims against owners (or other parties) using project schedules. In most cases, only a critical path method (CPM) schedule may prove or disprove a delay claim, which can be a multimillion dollar one.
 

Project owners and developers need project scheduling to:


	Get an idea of a project's expected finish date: Before an owner demands that the GC complete the project by a certain date, the owner needs to make sure that it is a feasible and reasonable date. This date is calculated by a CPM schedule, prepared by the owner or the designer, or a consultant hired by the owner. This date is also important to the owner, even before selecting a contractor, to conduct feasibility studies and make financial arrangements.

	Ensure contractor's proper planning for timely finish: Owners may demand a project schedule from the prospective or bidding contractor; however, it is very important for the owner to review such a schedule and make sure that it is reasonably accurate and realistic. The owner's approval of the contractor's prepared schedule may imply a liability on the owner's side.

	Predict and calculate the cash flow: The owner is obligated to make timely progress payments to the contractor and other parties during the life of the project. Failure to do so not only may delay the project and/or incur additional cost but also may—at a certain point—be deemed a breach of contract.

	Serve as an effective project monitoring tool: Both the owner and the contractor must monitor the progress of the work and compare actual progress (as-built, schedule and cost) with the baseline (as‐planned) schedule and budget. The contractor uses this process to detect and correct any deviations and also to prepare progress payments. The owner uses this process to verify the actual work progress and the contractor's payment requests.

	Evaluate the effect of changes: Owners may desire or require change orders. In many instances, owners don't expect or fully appreciate the impact these change orders may have on the schedule and/or budget. It is wise for an owner to determine this impact before making a decision regarding a change order. It is also recommended that owners analyze the contractor's assessment of the change order to make sure that it is fair and reasonable.

	Verify delay claims: Owners use CPM schedules to analyze, verify, and/or dispute contractors' delay claims. Although most delay claims are initiated by contractors against owners, it is possible to have an owner's claim initiated against the contractor and/or have other parties involved. In either case, a CPM schedule is vital for the owner to prove his or her case.
 

Other parties involved in the project may also need a CPM schedule, such as the designer, project management consultant, and financial (lending) institution.

The need for a CPM schedule varies with several factors. In general, it increases with the increase in size and complexity of the project. For example, a home builder who has built tens or hundreds of almost identical homes may not have a need for a CPM schedule as much as a high‐rise building contractor does. Project control is still needed for all projects but may be conducted through simpler methods by the home builder.




THE SCHEDULER

Is the scheduler an engineer, an architect, a computer whiz, a mathematician, a project manager, an artist, or a communicator? In reality, the answer is a combination of all of these! Using computer software and other high‐tech tools has been an increasing trend in all industries. Software packages include generic types, such as word processors and spreadsheets, that everyone uses, as well as specialized types that require knowledge in both the software and the specific technical discipline. Scheduling is no exception to this rule.

Let us distinguish among three types of knowledge that a scheduler must have:


	Knowledge of computer software (and perhaps hardware as well) in project scheduling specifically but also project management and other related (e.g., cost estimating) software

	Knowledge of the principles and concepts of project scheduling and control (as part of project management)

	Knowledge of the specific technical field, such as commercial building, industrial, transportation, and so forth
 

To efficiently operate a scheduling and control program, such as Oracle Primavera Project Manager (P6) (Oracle Primavera Systems, Inc., Bala Cynwyd, Pennsylvania), the scheduler must have the first two types of knowledge. The third type is a big plus. Just because an individual knows computers and can do “computer stuff” does not mean that he or she can operate a scheduling and project control program. Even if the individual can operate it, he or she may not understand its language and may have problems relating to and interpreting the technical information.

Currently, many high‐tech innovations such as PCs/laptops, tablets, cell/mobile phones, digital cameras, and the Internet are available. They have become useful tools and an essential part of our daily life. Nevertheless, the human factor should never be underestimated. The combination of good tools and an educated and experienced operator is the only path to success in project management.



Certification

Several organizations now have a process and examination that lead to certification in project scheduling. The most prominent ones are:


	The AACE International's Planning & Scheduling Professional (PSP)

	The PMI's Scheduling Professional (PMI‐SP)
 

Usually, an applicant for certification in project scheduling has to fulfill certain conditions:


	Achieve minimum education requirements

	Achieve minimum experience requirements

	Pass the certification examination

	Submit application and pay fees
 

Such certification is important in proving the qualifications of the scheduler, particularly to a potential employer. A certification from a reputable organization, however, cannot alone guarantee good results. It just demonstrates a minimum level of confidence in the qualifications of the person (job applicant).

Unfortunately, the author knew people who carried the title “scheduler” but lacked the fundamental requirements for the position. In one incident, the author met a “scheduler” from a construction company who had no education or experience that was relevant to his job. He was chosen for that position because of his computer skills!




The Tripod of a Good Scheduling System


	The human factor: A proficient scheduler or scheduling team who understands the concepts, definitions, and applications of project scheduling and control

	Technology: A good scheduling computer system (software and hardware), along with capable IT support

	Management: A dynamic, responsive, and supportive management team who believes in the use of scheduling as part of the management effort
 

If anyone of these three “legs” of the tripod is missing, the system will fail (see Figure 1.3).

  [image: Diagram with three two-headed arrows between boxes labeled “The Human Factor,” “The Technology,” and “The Management Support” and an oval labeled project scheduling system.]

Figure 1.3 The Tripod of the Scheduling System

 



SCHEDULING AND PROJECT MANAGEMENT

Planning, scheduling, and project control are extremely important components of project management. However, project management includes other components, such as cost estimating and management, procurement, project/contract administration, quality management, safety management, and HSE (health, safety, and the environment) management, among others. These components are all interrelated in different ways. The group of people representing all these disciplines is called the project management team. It is usually headed by the project manager (PM). In Chapter 10, we discuss the relationships between scheduling and other project management components.




CHAPTER 1 EXERCISES


	Define project planning and scheduling. Differentiate between the two terms.

	What is a project. What makes planning and scheduling construction projects different from general planning? (Hint: Think of the key words in the definition of project.)

	Are the following projects? If not, make modifications that would qualify them as projects:

	Repair of a broken diesel generator

	Raising my two kids to be the best

	Cooking daily for my family

	Preparing for my son's wedding

	Investing in the stock market

	Periodically backing up the data on my hard drive

	Converting my garage to a play room
 


	Define portfolio and program in the context of project management. Give examples of each.

	What is a project management plan? Give an example.

	What is project control? Why is it important?

	Think of a construction project in which you participated or that you observed. Write down the steps involved in its planning and the steps involved in its scheduling (without much specificity).

	List the benefits of CPM scheduling in construction projects from the contractor's perspective.

	List the benefits of CPM scheduling in construction projects from the owner's perspective.

	Do all construction projects have the same need for CPM scheduling? Why or why not? Give examples.

	What characteristics must a scheduler of a building project have? Can the same person be a scheduler for an industrial project? Why or why not?

	Meet with a project manager for a construction project. Ask whether he or she uses CPM scheduling. If so, discuss the benefits obtained from such scheduling. If not, politely ask why.

	Search for an article on a CPM scheduling topic (ENR, Civil Engineering, PM Network, and Cost Engineering are magazines that are good sources; avoid scholarly journals). Summarize and discuss the article.





NOTES


	1   There is more discussion on this issue in Chapter 10.

	2   Also called variation orders in other countries, such as the United Kingdom.








Chapter 2
Bar (Gantt) Charts



[image: Photo of Wadi Dayqah Main and Saddle Dams, Oman.]
Wadi Dayqah Main and Saddle Dams, Oman

 




DEFINITION AND INTRODUCTION

A bar chart is a graphical representation of project activities that are shown in time‐scaled bar lines with no links shown between the bars (activities) (Popescu and Charoenngam, 1995, p. 96). PMI (PMI, 2017) defines it as “a graphic display of schedule‐related information. In the typical bar chart, schedule activities or work breakdown structure components are listed down the left side of the chart, dates are shown across the top, and activity durations are shown as date‐placed horizontal bars.”

The bar chart was originally developed by Henry L. Gantt, an American mechanical engineer, in 1917 and is alternatively called a Gantt chart.1 It quickly became popular—especially in the construction industry—because of its ability to graphically represent a project's activities in a clear, simple, and time‐scaled manner.

Before a bar chart can be constructed for a project, the project must be broken into smaller, usually homogeneous components, each of which is called an activity or a task. None of the methods is a uniquely “correct” way to break down a project into activities, nor can we describe other ways as incorrect. However, the scheduler should take a balanced approach to break the project down into a reasonable number of activities that are easily measured and controlled without being overly detailed. (Project breakdown is discussed further in Chapter 4.)

An activity, or a task, may be as large as laying the foundation of a building, as small as erecting the formwork of one footing, or anywhere in between. The duration of each activity must be estimated. Bars are then drawn to show each activity: the duration and the starting and ending points. As mentioned previously, links between activities are not usually shown.

On a bar chart, the bar may not indicate continuous work from the start of the activity until its end. For example, the activity Getting a Building Permit may be represented by a two‐month‐long bar. However, most of this time is a waiting period. Likewise, a Concrete Foundation summary activity may include several days of waiting for the concrete to cure. Noncontinuous (dashed) bars are sometimes used to distinguish between real work (solid lines) and inactive periods (gaps between solid lines) (Callahan, Quackenbush, and Rowings, 1992).

Bar charts have become a vehicle for representing many pieces of a project's information. Many variations of bar charts have evolved; some simply show the start and the end of each activity (Figures 2.1 and 2.2), some are loaded with resource or budget numbers (Figures 2.3 and 2.4), and others compare the as‐planned schedule with the as‐built schedule (Figure 2.5). Using Oracle Primavera Project Manager (P6) software, we can show activities with interruptions as continuous bars or as “necked” bars (Figure 2.3).

  [image: Bar chart for placing a simple slab on a grade, with bars for prepare site, vapor barrier, form edges, welded wire fabric, pour concrete, finish top, and strip forms (top–bottom).]

Figure 2.1 Bar chart for placing a simple slab on a grade.

 
  [image: Alternative bar chart for placing a simple slab on a grade, with bars for excavate, form footings, place rebar, place concrete, and strip forms. The bars for place concrete and strip forms are being placed in 2 parts.]

Figure 2.2 Alternative bar chart for placing a simple slab on a grade placed in two parts.

 
  [image: Snipped image displaying a table with labels excavate, form footings, place rebar, place concrete, and strip forms (left) with their corresponding bars (right). The bars for place concrete and strip forms are “necked.”]

Figure 2.3 Bar chart for placing a simple slab on a grade, with activities “necked” during nonwork periods.

 

  [image: Bar chart loaded with man-hours for the construction of a 2-story building, with horizontal bars for foundation, first floor, second floor, third floor, etc. The bar for third floor is intersected by an ascending curve.]

Figure 2.4 Bar chart—loaded with man‐hours—for construction of a two‐story building.

 
  [image: Bar chart loaded with budget for the construction of a two-story building, with horizontal bars for foundation, first floor, second floor, third floor, etc. The bar for third floor is intersected by an ascending curve.]

Figure 2.5 Bar chart—loaded with the budget—for construction of a two‐story building.

 
Since bar charts basically use the x‐axis only (to depict time), the y‐axis is used (in addition to showing individual activities) to represent a variable across time, such as man‐hours (Figure 2.4), budget (Figure 2.5), percent complete (Figure 2.6), and so forth. This variable is usually shown as a curve superimposed on the bar chart. In Figure 2.5, S curves (also called lazy‐S curves) represent the percent on extrapolation from the as‐built curve.

  [image: Image described by caption.]

Figure 2.6 Bar chart for replacement of an old roof, showing a comparison between the percent complete of the planned (as‐planned) activities (thin line) and that of the actual (as‐built) activities (thick line). The dashed line is an extrapolation of the actual curve.

 


ADVANTAGES OF BAR CHARTS

Bar charts have gained wide acceptance and popularity, mainly because of their simplicity and ease of preparation and understanding. No “theory” or complicated calculations are involved. Anyone can understand them. They can be prepared anywhere with just a pencil and paper. So, although bar charts can carry—or be loaded with—other information, the user must be careful not to overload them and thus lose their main advantage: simplicity.

Unlike networks, bar charts are time‐scaled; that is, the length of a bar representing a certain activity is proportional to the duration of that activity. Just by looking at the chart, you can get an idea of the duration of each activity and the entire project.

Another advantage of bar charts is that they particularly appeal to persons who do not have a technical background. For example, some clients and upper‐level managers may better understand the plan for carrying out a construction project by looking at a bar chart than by looking at a schematic of a logic network.

A final advantage of bar charts is the ability to roll up or roll down a schedule, on the basis of either a specific activity code (e.g., area, phase, responsibility, or floor) or the project's work breakdown structure (WBS) (explained in Chapter 4). For example, if the schedule on the detailed level (say level 5) has 2,130 activities, the bar chart can be rolled up to 342 activities (level 4) or to only 55 activities (level 3). Another example is that in a schedule for a high‐rise building, you can show the bars summarized by floor, where all of the work on a specific floor is shown in one bar so that you can show the 3,000+ activities schedule in only 30–40 bars. This is a major reporting advantage, because you can show the schedule in detail to the technical teams but “roll it up” to a small number of major (summary) activities for executive management. Although this roll‐up/roll‐down feature exists in logic networks, it is much clearer and simpler in bar charts.

With the advent of logic networks and the critical path method (CPM) and the evolution of powerful computers and software, bar charts have not perished or lost importance. Instead, they have evolved from a scheduling technique to a reporting tool, which that has made them more valuable and popular. This is explained in Chapters 3 and 4.







Tip Box 2.1



The most important advantage of bar charts is their simplicity. Whatever you do, don't lose this advantage.







DISADVANTAGES OF BAR CHARTS

The main disadvantage of bar charts is their lack of display of logical representation (relationships); for example, why was an activity started on a certain date? Bar charts don't reveal the answer. The reason can be a logical relationship, a resource constraint, or a subjective decision by the project manager. Although some software programmers try to depict logical relationships on bar charts, the result is not always clear. The logic lines get tangled, and unlike networks, bar charts are not flexible in size or location of the bars to make the chart look or read better.

Another limitation, rather than a disadvantage, of the bar charts method is the impracticality when used with projects that have large number of activities. It will lose its clarity and simplicity unless you use it in one of two ways:


	You show a subset of the work activities to maintain the simplicity of the chart. For example, the general contractor can produce bar charts for activities to be performed during only a certain period (two weeks, for example), for critical activities only (activities that cannot be delayed or else the entire project would be delayed; a full definition and discussion follows in Chapter 4), for activities in a certain section of the project, or for activities under a certain subcontractor.

	You show summary/rolled‐up bars (each bar represents a group of activities combined on the basis of a certain criterion, such as department, major component, or responsibility). This can be done during the early planning phase, when details are not available (see, for example, Figure 2.7) and when you are reporting the information to high‐level management.
 

  [image: Bar chart for the summary activities for constructing a bridge, with horizontal bars for prepare site, piling, columns/pier heads, beams/deck, barriers/joints, approach slabs, and roadway/striping.]

Figure 2.7 Bar chart representing the summary activities for constructing a bridge.

 
New technology (computers, software, printers, plotters, etc.) has minimized or even eliminated some of the disadvantages of bar charts by enabling the user to organize, filter, roll up, summarize, or do almost anything to customize bar charts. We will discuss reporting and presentation further in Chapter 10.




CHAPTER 2 EXERCISES


	What is a bar chart? What other term is synonymous with bar chart? How did the other term originate?

	What are the main advantages of bar charts that have made them so popular? What are their main disadvantages?
In the following exercises, draw a bar chart that shows the time scale on the x‐axis. Use engineering paper or draw light vertical lines at certain intervals (e.g., every 5 days) to help you read the start and end dates of any activity. Make simplifying assumptions whenever necessary. Be sure to mention these assumptions.



	You are running out of space in your house, so you have decided to transform your two‐car garage into a family room. In addition, you will build a simple carport in your driveway. Make a bar chart for this project, breaking your project into 10–15 work activities.

	Think about obtaining a bachelor's degree from a college as a project. You are advising a friend, a senior in high school who plans to attend college next year. Prepare a bar chart for him, depicting all of the courses that he must take from the start of college until graduation. Obtain the program course list. Make sure you do not overlook any prerequisite requirements. Make the following simplifying assumptions:

	Your friend is smart. He will not fail any course.

	All courses are available during every fall and spring semester.

	No summer semesters are included. Your friend will work during the summer.

	Your friend's total load every semester should be no less than 15 credit hours and no more than 18. You can let him take as many as 20 credit hours in one semester only, but only during the last year.

	Your friend must graduate in eight semesters.

	After finishing the bar chart, show it to your adviser and get his or her approval on your sequence of courses. Note that several correct solutions to this problem may be possible (which is often the case with construction projects).
 


	Draw a bar chart for building a detached shed in your backyard. Break your project into 10–15 work activities.

	You are given the task of replacing the worn‐out carpet in your office. Draw a bar chart showing all activities involved for this task (including removing and reinstalling baseboards; removing and disposing of the old carpet and the pad; selecting, purchasing, and delivering the new carpet and a new pad; cleaning up before and after installing the new carpet; and any other relevant activity).

	Prepare a bar chart for building an in‐ground swimming pool. If you do not know the steps involved, ask a friend or a local contractor.

	Prepare a bar chart for making a cake (from scratch; don't use a ready mix). Choose the appropriate time unit (minutes, or 5‐ or 10‐minute intervals).

	Contact a contractor and ask the contractor whether he or she uses bar charts (they may be called Gantt charts). Ask about the main types of bar chart reports. Which groups of activities are included? Ask if the bar charts are prepared as bar charts or as an output for a CPM schedule.

	To demonstrate the concept of summary bars, draw bar charts for building a new home. Use a few summary activities, such as laying the foundation, putting a slab on a grade, framing, electrical work, plumbing, HVAC (heating, ventilation, and air‐conditioning), putting on the roof, installing doors and windows, and doing the finishing. You may need to show some of these activities (e.g., the electrical work or the plumbing) as discontinuous bars because you will start the activity (do a rough‐in), stop, and then return and finish it. Take the chart to a specialized contractor and expand one of the bars. Expanding a summary bar means breaking it down into a number of activities that make up the summary activity. For example, you can expand Framing to Installing First‐Floor Bottom Plates, Installing First‐Floor Studs, Installing First‐Floor Blocking, Installing First‐Floor Top Plates, Installing Second‐Floor Joists, and so forth. Note that the total duration of the summary activity must equal the total duration (not necessarily the algebraic summation) of the detailed activities within the summary activity.





NOTE


	1   The notion that bar charts and Gantt charts are two different types of charts is baseless. There is a variety of bar chart types, and any of them can be called Gantt chart. Even though the PMI when defining bar charts says “also known as Gantt charts,” it defines a Gantt chart as “a bar chart of schedule information where activities are listed on the vertical axis, dates are shown on the horizontal axis, and activity durations are shown as horizontal bars placed according to start and finish dates.” This is not much different from the bar chart definition given previously.









Chapter 3
Basic Networks



[image: Photo displaying the Sunny Isles Condominiums in Florida.]
Sunny Isles Condominiums, Sunny Isles, Florida

 




DEFINITION AND INTRODUCTION

A network is a logical and chronological, graphic representation of the activities (and events) composing a project. Network diagrams are basically of two types: arrow networks and node networks. Arrow networks were more popular in the 1960s and 1970s, and then precedence diagrams (an advanced form of node diagrams) became the choice for network scheduling.

Network scheduling has revolutionized the management of construction projects. It has provided management with a more objective and scientific methodology than simply relying completely on the project manager's experience and personal skills.




ARROW NETWORKS

Arrow networks are also called the arrow diagramming method (ADM), activity on arrow (AOA) network, or the I‐J method (because activities are defined by the from node, I, and the to node, J). In this book, we use the term arrow networks. Throughout this chapter, you will find seven examples of arrow networks.



Brief Explanation

In Example 3.1, the project has only five activities, each represented by an arrow, as shown in Figure 3.1. Each arrow connects two nodes (depicted by circles with numbers in them): the from node and the to node. These nodes represent events: an event is a point in time when an activity starts or ends. In computer software, events with significance can be created as milestones, and they are either start milestones, such as Notice to Proceed, or finish milestones, such as Substantial Completion.







Example 3.1



Draw the arrow network for the project given next.




	Activity
	IPAa 




	A
	–


	B
	A


	C
	A


	D
	B


	E
	C, D




aImmediately preceding activity.




Solution

  [image: Image described by caption and surrounding text.]

Figure 3.1 Solution for Example 3.1: a simple arrow network.

 







The Logic

In Example 3.1, activity A starts the project. Activities B and C follow, but independently. In reality, depending on the availability of resources and other factors, activities B and C may occur concurrently, overlap, or occur consecutively. However, both B and C cannot start until A is complete. Activity D must wait until activity B is complete. Once both C and D are complete, activity E can start. The end of activity E means the project is completed. Activity A is considered a predecessor activity to activities B and C.1 Similarly, activity B is a predecessor to activity D. Conversely, we can say that activities B and C are successor activities to activity A, activity D is a successor to activity B, and so on. Activity A has successors but no predecessors. Activity E has predecessors but no successors. All other activities have both successors and predecessors.

As mentioned previously, a node in an arrow network represents an event or a point in time. This event is the starting or ending point of an activity (or activities). Node 10 represents the start of activity A (and hence the start of the project). Node 20 represents the end of activity A and the start of activities B and C. Node 30 represents the end of activity B and the start of activity D. Node 40 represents the end of activities C and D, and the start of activity E. Node 50 represents the end of activity E and the project.




Notation

The arrow diagram is also called the I–J method because each activity is identified by the two nodes that define its start and end. For example, activity A is also known as 10–20, B as 20–30, C as 20–40, and so on.




Dummy Activities

Let us consider a simple project.







Example 3.2



Draw the arrow network for the project given next.
 


	Activity
	IPA 




	A
	–


	B
	A


	C
	A


	D
	B, C







Solution A

The main problem in this case, as shown in Figure 3.2, is that both activities B and C start from node 20 and finish at node 30. Hence, both are identified as 20–30.

 [image: Simple arrow network diagram starting from node 10 to node 20 via arrow A, to node 30 via arrow B, to node 40 via arrow C and arrow D, and to node 50 via arrow E.]

Figure 3.2a Improper solution for Example 3.2.

 
This situation will create an identity problem. To solve this problem, we introduce a fictitious activity and an additional node. This fictitious activity is called a dummy activity, d. It is treated in the critical path method (CPM) calculations (discussed in Chapter 4) and in computer programs as a real activity even though it is not.




Solution B

In this case, activity B is identified as 20–30, whereas activity C is 20–40, as shown in Figure 3.3. Note that the dummy can be inserted in different positions, as shown next. They all serve the same purpose.

  [image: Arrow network diagram starting from node 10 to node 20 via arrow A, to node 30 via arrow B, to node 40 via arrow C and arrow d (dashed), and to node 50 via arrow D.]

Figure 3.2b Proper solution for Example 3.2.

 


Other Solutions

The position of the dummy is not unique in this example; it can be inserted in different positions, as shown in Figure 3.2c.

  [image: 3 Arrow network diagrams with dashed arrows linking the second node to the third node at the top (top) and at the bottom (middle), and linking the third node to the fourth node (bottom).]

Figure 3.2c Other proper solutions for Example 3.2.

 
Let us now consider another example.











Example 3.3



Draw the arrow network for the project given next.




	Activity
	IPA 




	A
	–


	B
	A


	C
	A


	D
	B


	E
	B, C




The problem in this example is how to draw the preceding logic correctly. We need to show that activity E depends on both activities B and C, whereas activity D depends only on activity B. The solution can only be achieved by using a dummy activity, as shown next. Figures 3.3a and Figures 3.3b are examples of improper logic. Figure 3.3c shows the proper logic.

  [image: Image described by caption and surrounding text.]

Figure 3.3 (a) Improper solution, (b) another improper solution, and (c) proper solution for Example 3.3.

 



Solutions

We can complicate Example 3.3 just a little with one change.











Example 3.4



Draw the arrow network for the project given next.




	Activity
	IPA 




	A
	–


	B
	A


	C
	A


	D
	B


	E
	B, C


	F
	C







Solution

The solution requires two dummy activities (or simply dummies) (Figure 3.4).

  [image: Arrow network diagram starting from node 10 to node 20 via arrow A, to node 30 via arrow B and node 40 via arrow C, to node 50 via dashed arrows d1 and d2, and to node 60 via arrows D, E, and F.]

Figure 3.4 Solution for Example 3.4.

 
From the previous examples, we can define a dummy activity as a fictitious activity inserted in an arrow network to maintain proper logic or to distinguish the activities' identities. Two more examples demonstrate the need for dummy activities to straighten up the logic.











Example 3.5



Draw the arrow network for the project given next.




	Activity
	IPA 




	A
	–


	B
	–


	C
	–


	D
	A, B


	E
	B, C







Solution

The solution also requires two dummies; see Figure 3.5.

  [image: Arrow network diagram starting from node 10 to node 30 via arrow A, node 20 via arrow B, and node 40 via arrow C, to node 50 via arrows D and E. Node 20 has dashed arrows, d1 and d2, to nodes 30 and 40, respectively.]

Figure 3.5 Solution for Example 3.5.

 









Example 3.6



Draw the arrow network for the project given next.




	Activity
	IPA 




	A
	–


	B
	–


	C
	–


	D
	A


	E
	A, B


	F
	A, B, C







Solution

Again, the solution also requires two dummies, as in Figure 3.6.

  [image: Arrow network diagram starting from node 10 to node 30 via arrow A, node 20 via arrow B, and node 40 via arrow C, to node 50 via arrows D, E, and F. Node 30 has a dashed arrow, d1, to node 20, which has a dashed arrow, d2, to node 40.]

Figure 3.6 Solution for Example 3.6.

 
In larger projects, dummy activities may not only increase the number of activities but may also complicate the schedule. This fact is one of the main disadvantages of arrow networks. The following example demonstrates this disadvantage.











Example 3.7



Draw the arrow network for the project given next.




	Activity
	IPA
	Activity
	IPA 




	A
	–
	H
	C, D


	B
	A
	I
	D


	C
	A
	J
	E, F, G


	D
	A
	K
	F, G, H


	E
	B
	L
	H, I


	F
	B, C
	M
	K, L


	G
	C
	
	
  




Solution

This example is more complicated than the previous ones, requiring eight dummies, as shown in Figure 3.7. However, real projects with hundreds or thousands of activities are far more complicated.

  [image: Arrow network diagram displaying nodes labeled 10, 15, 20, 25, 30, 40, 35, 50, 45, 60, 55, 70, 65, 70, and 75 and 8 dummies labeled d1–d8 linking nodes 20 and 35, 35 and 25, 25 and 40, 30 and 40, 45 and 55 and 60, 50 and 60 and 65.]

Figure 3.7 Solution for Example 3.7.

 





Redundancies

It is interesting to note that when you are building an arrow network, you can have not only a logically improper network but also a proper one with redundant dummy activities. This fact is especially true for complicated networks. Redundant dummy activities are not logically improper; they are simply redundant (see Figure 3.8). (Note: Students may lose points on exams for having redundant dummies.)

  [image: 2 Sets of arrow network diagrams with (left) and without (right) redundancies.]

Figure 3.8 Redundant versus needed dummy activities.

 



NODE NETWORKS

Node networks are also called activity on node (AON) networks. In node networks, we use a different notation for representation: a node represents an activity. Nodes (activities) are connected with arrows (or lines) that represent logical relationships. For example, let us redo Examples 3.1 and 3.2 as node diagrams (see Figures 3.9 and 3.10). There is no need in the node diagram for dummy activities. A scheduling novice can draw a node diagram much easier than an arrow diagram.

  [image: Arrow network diagram starting from box A to boxes B and C, from box B to box D, and from box C to box E.]

Figure 3.9 Solution for Example 3.1 as a node network.

 
  [image: Arrow network diagram starting from box A to boxes B and C and to box D.]

Figure 3.10 Solution for Example 3.2 as a node network.

 
For aesthetic reasons only, we like to start any network with one node (whether this node represents an event or an activity) and end it with one node. Doing so may require one or two fictitious activities in node diagrams that start or end with more than one activity. We call these activities PS (project start) and PF (project finish), displayed as diamond‐shaped nodes because they have 0 duration. For example, let us redo Examples 3.3 through 3.7 as node diagrams. Figures 3.11 through 3.15 show the results. As shown in Figure 3.15, by using a node diagram, we can solve Example 3.7 without using the annoying eight dummy activities.

  [image: Arrow network diagram starting from box A to boxes B and C, to boxes D and E, and to box PF. Box B has an arrow to box E.]

Figure 3.11 Solution for Example 3.3 as a node network.

 
  [image: Arrow network diagram starting from box A to boxes B and C, to boxes D and E, and to box PF. Boxes B and C are liked to box E, which is linked to box PF.]

Figure 3.12 Solution for Example 3.4 as a node network.

 
  [image: Arrow network diagram starting from a rhombus labeled PS to boxes A, B, and C, to boxes D and E, and to box PF.]

Figure 3.13 Solution for Example 3.5 as a node network.

 
  [image: Arrow network diagram starting from a rhombus labeled PS to boxes A, B, and C, to boxes D, E, and F, and to a rhombus labeled PF.]

Figure 3.14 Solution for Example 3.6 as a node network.

 
  [image: Arrow network diagram starting from box A to boxes B, C, D, to boxes E, F, G, H, and I, and to boxes J, K, and L. Boxes K and L has arrows to box M. Boxes J and M have arrows to a rhombus labeled PF.]

Figure 3.15 Solution for Example 3.7 as a node network.

 


Lags and Leads

In some situations, an activity cannot start until a certain time after the end of its predecessor. A typical example is concrete operations. Let us imagine this sequence_


	Form the concrete column.

	Install the steel reinforcement (commonly known as rebar).

	Place the concrete.

	Wait for the concrete to set (attain sufficient strength).

	Strip the forms.
 

Note that the fourth step is not a “real” activity to which we must allocate resources and a budget. It is merely a waiting period, commonly known as a lag. A node network can accommodate such a lag if we simply put the lag on the relationship line between Place Concrete and Strip Forms, as shown in Figure 3.16a. This three‐day lag means a minimum waiting period of three days. Waiting less than three days violates the preceding logic, whereas waiting more than three days does not violate the logic. In some networks, the lag number is put inside a little box for better visibility.

  [image: Diagrams with an arrow labeled 3 from a box labeled place concrete 3 to a box labeled strip forms 2 (top) and 4 nodes connected by right arrows labeled place concrete 3, cure concrete 3, and strip forms 2 (bottom).]

Figure 3.16 (a) A lag in a node network; (b) a lag in an arrow network.

 
Thus, a lag is defined as a minimum waiting period between the finish (or start) of an activity and the start (or finish) of its successor. Arrow networks cannot accommodate lags. The only solution in such networks is to treat it as a real activity with a real duration, no resources, and a $0 budget (Figure 3.16b).

With arrow networks, an activity is defined as “a unique unit of the project which can be described within prescribed limits of time” (Harris, 1978, p. 18) or “a time‐consuming task” (Callahan, Quackenbush, and Rowings, 1992, p. 29). Note that these definitions include “waiting activities” that have no real work or assigned resources. With the current popularity of node (precedence) networks, the author of this book suggests changing the definition to “a time and resource‐consuming task,” since waiting periods are treated as lags rather than as real activities.

The term lead simply means a negative lag. It is seldom used in construction. In simple language, a positive time gap (lag) means “after” and a negative time gap (lead) means “before.”

Lags and leads are covered in Chapter 4, where we discuss CPM calculations.




Recommendations for Proper Node Diagram Drawing


	Since nodes in arrow diagrams (events) are always drawn as circles, we like to draw nodes in node diagrams (activities) as squares (rectangles). Doing so not only eliminates confusion between an arrow network and a node network but also, more importantly, defines the “start side” and the “end side” of an activity. This distinction is important in precedence networks, which are discussed in Chapter 5. Milestones are usually drawn as diamonds to emphasize the fact that they have no duration; thus, nodes have no vertical “sides.” See Figure 3.17.
  [image: Diagram displaying a rectangle labeled activity node pointed by rectangles labeled start and finish sides (left) and rhombus labeled event (milestone) node (right).]

Figure 3.17 Nodes and milestones in node networks.

 

	Do not connect nodes (in node diagrams) from the top or bottom (see Figure 3.18). Connect only the sides. The left side represents the start side, and the right side represents the end (finish) side, as shown in Figure 3.17.
  [image: Diagrams displaying 2 pairs of boxes with curved lines at the top and at the bottom (incorrect) and at the left and right sides (correct).]

Figure 3.18 Node connection in node networks.

 

	Although networks are not time‐scaled, in general they should be designed from left to right in an almost chronological order. Relationship lines (arrows) can be horizontal, inclined, or broken; however, they should be positioned, in general, from left to right. Try to avoid the situation shown in Figure 3.19.
  [image: Diagrams displaying boxes A and B linked by a curved right arrow (improper) and 3 pairs of boxes A and B linked by a right arrow, a southeast arrow, and a curved descending right arrow (proper).]

Figure 3.19 Node order in node networks.

 

	Do not combine relationship lines (see Figure 3.20). These relationships are independent from their start to their end. Besides, one of them may carry a lag while the other one may not (or may carry a different lag).
  [image: Relationship lines in node networks illustrated by a box linked by a line split into two to 2 boxes (improper; left) and a box linked by two curved lines to 2 boxes (proper; right).]

Figure 3.20 Relationship lines in node networks.

 

	Try to minimize line crossings. When two lines (relationships) must intersect, make a “jump” on one of them to indicate that they do not intersect or meet (see Figure 3.21).
  [image: Diagrams displaying 2 sets of 4 rectangles linked by 2 intersecting lines (improper; left) and by intersecting line and line with a curve at the center (proper; right).]

Figure 3.21 Intersecting relationship lines in node networks.

 

	Start the network with one node and finish it with one node. If the network starts with only one activity (such as those in Figures 3.11 and 3.12), then there is no need for an additional node. If it does not start with only one activity (such as those in Figures 3.13), then insert a PS (Project Start) milestone node at the start and tie it to those activities that start the network, as shown in Figure 3.22a. The same concept applies to the end of the network: if it ends with one activity, then there is no need for an additional node. If not (such as those in Figures 3.11 to 3.15), then insert a PF (Project Finish) milestone node at the end and tie those activities that end the network to it, as shown in Figure 3.22b.
  [image: Diagram displaying boxes A, B, and C with arrows (improper) and rhombus, PS, with arrows (proper) (a) and boxes X, Y, and Z pointed by arrows (improper) and rhombus, PS, pointed by arrows (proper) (b).]

Figure 3.22 Converging the start and finish of node networks.

 





Tip Box 3.1


Every network must start with only one node and must finish with only one node.






	For activities' IDs, use increments of 5 or 10 so you can leave room for the possible future addition of new activities (change orders). Figure 3.23a shows the original network and Figure 3.23b shows the network after adding activity AG1045.
  [image: Time-scaled logic diagrams with logic links: original network (top) and network after adding activity AG1045 (bottom).]

Figure 3.23 Time‐scaled logic diagram or bar chart with logic links.

 

	In many cases of hand drawing, you will need to redraw the network after your first attempt. Although your first attempt may be logically correct, it may look awkward and confusing. Redraw it to minimize lines crossing and relocate activities to be as near as possible to their predecessors and successors.
 







In most of the preceding points, the word improper may not mean “incorrect.” However, following the preceding guidelines will result in a better and clearer drawing.





COMPARISON OF ARROW AND NODE NETWORKS

From our discussion of arrow and node diagrams, we find that node networks have the following four advantages over arrow networks:


	Node networks are easier to draw.

	Node networks do not require dummy activities to fix the activity identity problem or to straighten out the logic.

	Node networks can accommodate lags between activities without the addition of more activities.

	In addition to the preceding advantages, node networks can be taken to an advanced stage in which they represent not just the traditional finish‐to‐start relationship but also three other relationships (start to start, finish to finish, and start to finish). This subject is discussed in detail in Chapter 5. However, we mention it here as one more advantage of node networks. Arrow networks can represent only the traditional finish‐to‐start relationship. Node networks can also carry the dynamic minimum lag (DML) relationship.2
 

In fairness to arrow networks, they have one important advantage over node networks: they depict activities as well as events. Node networks do not contain provisions for events. This point is circumvented in node diagrams by creating milestone “activities” (such as in computer programs) with a zero duration to represent an important event such as the substantial completion of a facility. Generally, milestones in node networks work better than event nodes in arrow networks. Milestones are tied to the start or end of the specific activity or activities that we are considering. An event node in arrow networks may be tied to several events that represent the end and/or start of several activities when we are focusing on just one of these events. To understand this point, consider the event of the completion of activity K in Example 3.7. This event is shown in the arrow network of Figure 3.7 as node 70. However, node 70 also represents the completion of activity L and the start of activity M. These three events may not—and usually do not—happen at the same time. Thus, the calculated event time for node 70 may not represent what we are looking for. In node networks, we create a milestone activity and tie it directly to the end of activity K. In this case, it will reflect the event of completion of activity K only. In addition, contrary to arrow networks that have a large number of event nodes, a user of node networks can decide to create only a few milestone activities (events, in actuality), which give them better visibility and more focus.




NETWORKS VERSUS BAR CHARTS

When comparing bar charts with networks, we find that networks have three advantages over bar charts:


	Networks show logic (i.e., the relationships or dependencies among activities). Bar charts do not.

	Networks can better represent large and complicated projects.

	Networks can estimate, or predict, the completion date of a project, or other dates, on the basis of mathematical calculations of the CPM.
 

Bar charts predict the completion of the project, or other dates, on the basis of the user's knowledge and skills. In contrast to networks, bar charts have five advantages:


	Bar charts are time‐scaled (i.e., the length of the activity bar represents the time duration of the activity). Both nodes, in the node networks, and arrows, in the arrow networks, are not time‐scaled.

	Bar charts are simple to prepare.

	Bar charts are easy to understand.

	Bar charts are more acceptable for presentations, especially for field people and people who are unfamiliar with the CPM.

	Bar charts can be loaded with more information, such as cash‐flow diagrams and man‐hours. This advantage is partially a by‐product of being time‐scaled.
 







Tip Box 3.2



Bar charts did not vanish with the introduction of logic networks and the Critical Path Method (CPM). It just turned from a scheduling method to a display method for project schedules.







Effective Use of Bar Charts with CPM

Bar charts have an effective weapon that CPM networks do not have: simplicity and power of presentation. As mentioned in item 4 in the preceding list, bar charts can be used effectively for mainly two types of presentations:


	Presentations to field people: The project manager produces customized reports that include only a small group of the project activities (e.g., subcontractors' bar charts or “look‐ahead” bar charts for work activities in the next 2 weeks). The project manager can also pick a group of activities that are to be done at a specific area of the project or only critical activities. With the use of activity codes and the power of computer software, there is no limit for such uses.

	Presentations to high‐level staff: CEOs and senior managers are usually not concerned with the progress at the individual activity level. They prefer to have an overall picture of the project and its main components. Roll‐up or summary bar charts have become a popular option in computer software. The project activities are grouped (rolled up or summarized) based on a certain criterion, such as area, responsibility, phase, or the company's work breakdown structure. Instead of looking at hundreds or thousands of activities, a top‐level executive will look at a few bars that provide an overall picture of the progress of the project.
 





TIME‐SCALED LOGIC DIAGRAMS

Some scheduling software vendors tried to take the advantage of networks (logic, or relationships) and impose this advantage on bar charts in what is called time‐scaled logic diagrams (Figure 3.23). The result was more like spaghetti. Depicting all relationships not only complicates bar charts (eliminating their main advantage) but also fails to make the logic clear as in networks. This experiment was followed, in the software industry, by adding enhanced options such as “show only critical relationships” or “show only driving relationships.” In some simple cases, this approach might work as a good and acceptable solution.






CHAPTER 3 EXERCISES


	What does a node mean in an arrow diagram?

	What does an arrow mean in an arrow diagram?

	What does a node mean in a node diagram?

	What does a line mean in a node diagram?

	What are the main differences between bar charts and networks?

	What are the differences between arrow and node networks?

	Arrow networks have another name; what is it? What is the reason for this name?

	What are the main advantages of node networks over arrow networks?

	What is the main advantage of arrow networks over node networks? How was it overcome?

	What are time‐scaled logic diagrams? Discuss their practicality.

	What are the main advantages of networks over bar charts? How did bar charts manage to stay popular despite the advantages of networks?

	Did logic networks and the critical path method replace bar charts as a scheduling technique? Explain your answer.

	Draw both the arrow network and the node network for the following project:



	Activity
	IPA 




	A
	–


	B
	A


	C
	A


	D
	B


	E
	B, C





	Draw both the arrow network and the node network for the following project: 


	Activity
	IPA 




	A
	–


	B
	–


	C
	A


	D
	A, B


	E
	C, D





	Draw both the arrow network and the node network for the following project: 


	Activity
	IPA 




	A
	–


	B
	A


	C
	A


	D
	A


	E
	B


	F
	B, C


	G
	D, E, F





	Draw both the arrow network and the node network for the following project: 


	Activity
	IPA
	Activity
	IPA 




	A
	–
	F
	D


	B
	–
	G
	D, E


	C
	–
	H
	C, F, G


	D
	A, B
	I
	C, G


	E
	B
	J
	H, I





	Draw both the arrow network and the node network for the following project: 


	Activity
	IPA
	Activity
	IPA 




	A
	–
	H
	C, D


	B
	A
	I
	D


	C
	A
	J
	E, F, G


	D
	A
	K
	F, G, H


	E
	B
	L
	H, I


	F
	B, C
	M
	K, L


	G
	C
	
	
  


	Draw both the arrow network and the node network for the following project: 


	Activity
	IPA
	Activity
	IPA 




	A
	–
	H
	D, E


	B
	–
	I
	D, E, F


	C
	A
	J
	F


	D
	A, B
	K
	C, H, I


	E
	A, B
	L
	I, J


	F
	B
	M
	I


	G
	C
	N
	G, K





	Draw both the arrow network and the node network for the following project: 


	Activity
	IPA
	Activity
	IPA 




	A
	–
	L
	E, G


	B
	A
	M
	F, G, H


	C
	A
	N
	F, G, H, I


	D
	A
	O
	H, I


	E
	A
	P
	M, N, O


	F
	B
	Q
	K, L


	G
	B, C
	R
	L, M


	H
	B, C, D
	S
	J, P


	I
	C, D
	T
	Q


	J
	E
	U
	Q, R


	K
	F
	V
	T, U, S





	Convert the following arrow network into a node network.
[image: Diagram with arrows from node 10 to node 15, then to nodes 20 and 25, and finally to node 90.] 

	Find and correct the errors and redundancies in the following arrow network.
[image: Diagram with arrows from node 10 to node 15, then to nodes 20 and 25, and finally to node 75.] 

	Convert the following node network into an arrow network.
[image: Diagram with arrows from a rhombus labeled P to boxes labeled A, B, and C and then to box labeled P.] 






NOTES


	1   If you think of the activity as a college course, the predecessor(s) is similar to the prerequisite course(s) and the event is like passing the course.

	2   Developed by the author and explained in Chapter 13.











NOTES


	 1  Some call it slack.

	 2  In reality, the two terms are synonymous. Some software packages use the term task, while others use activity, sometimes with the term task to indicate a subactivity.

	 3  Fifteen of the 50 divisions in the CSI MasterFormat 2016 are currently blank and labeled as “Reserved for future use.” Some construction professionals refer to the count of the CSI MasterFormat 2004 and later versions as 49 divisions, because they forget to count division 00, Procurement and Contracting Requirements.

	 4  Some readers may find this statement (“If you are using a computer program”) strange, as if someone still uses manual scheduling these days. The author knows that everyone uses computer programs for project scheduling but the statement above underscores the importance of learning the concepts first, including manual skills. Project scheduling is a lot deeper and more sophisticated than mere data in/data out.

	 5  We teach that good results and smooth, flawless work are no accident or coincidence. However, the term lucky is used in this instance to emphasize the reality of estimation.

	 6  Resource Dictionary in Oracle Primavera P3 or P6 is a small database, at the level of the project, containing information on all resources such as cost and availability. It can—and usually is—exported from one (existing) project to another (new) one.

	 7  Not including the overhead.

	 8  Perhaps this came from the fact that in most contracts when a finish date is specified, it means “end of business day” that date.

	 9  For now, we'll start the backward pass with the project's completion date, as calculated in the forward pass. Later on in this chapter, we will discuss other cases when an imposed finish date is implemented.

	10  Think algebraically; [image: images] is less than [image: images].

	11  The term “continuous” here refers to the path and not necessarily the work. The path length is measured by the time it consumes, regardless of whether it is work or nonwork time.

	12  Although this is a valid definition, we will revisit it in Chapter 13 for a more comprehensive definition.

	13  The author calls free float the “unselfish” portion of the total float.

	14  This example applies to countries with a weekend (non‐work days) on Saturday and Sunday. Please make proper adjustments if you are in a country with different calendar.

	15  See http://www.ronwinterconsulting.com/DCMA_14‐Point_Assessment.pdf.
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